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Abstract

High quality calibration and high dynamic range imaging are required by
many key science projects of future radio interferometric telescopesisThis
especially the case for the study of (polarised synchrotron emissiooesour
and) cosmic magnetism which requires full Stokes information. High dy-
namic range imaging requires deconvolution as well as full Stokes cali-
bration of instrumental and atmospheric effects which are generally time
variable and direction dependent. This mainly includes achieving high po-
larisation calibration accuracies by the ability of handling and removal of
systematics in order to be able to make use of the high sensitivities and the
large field-of-views of the new generation of instruments. In this Memo
we give an introduction and overview of the state of the art of polarisation
calibration.

1 Introduction

Up-coming and future instruments, such as phased arralfslueito their inher-
ent strong instrumental polarisation, wide bandwidths lagth channel numbers
require full polarisation calibration over wide fields ofew in order to achieve
good imaging. Assumptions and approximations made by issalical methods
- still widely applied to date - do no longer hold for such mshents.

The instrumental sensitivity of an aperture synthesisyagaommonly stated
by:

ASO Tys/+/(AvAtn(n— 1)) /A, (1)
with Tgys being the temperature of the systefw, being the total bandwidth and
At the total integration time of an observatiomis the number of elements with
the collecting ared in the interferometric array. The signal-to-noise ratiahwi
which a point source in the field-of-view can be observed @&ntproportional
to the inverse of equation 1. However, this neglects sydieraad instrumental
effects by which the data is unavoidably affected. Theretiane variable and



direction dependent effects which have to be accountedifistrumental polar-
isation leakages can affect co-polar visibilities and treduce significantly the
achievable dynamic range. Thus, in order to achieve higlaaiyo range imag-
ing and make full use of up-coming facilities an accuraté$tbkes polarisation
calibration over the entire field of view has to be performédreover, radio po-
larisation measurements provide additional informatmrnsights gained from
total information about emission and propagation. Thuslafjsation) calibra-
tion is of utmost importance to achieve high dynamic rangages of the Stokes
parameters. A convenient and sufficient way is to use the uneaent equation
formulation in order to describe the observed polarisasignal.

Instruments like ASKAP, MeerKAT, LOFAR and finally the SKA Wwhave
unprecedented sensitivities which are due to their largebau of elements and
thus large collecting areas up to several orders of magnitugher than current
instruments can provide. The increased sensitivity, thdewiandwidths with
large number of sub-channels and the large spatial extaheaiew instruments
require us to move forward into new calibration regimes tien extremely high
dynamic range imaging requires that we can no longer asswuoamon single
analytic identical beam model for the antennas in the afrathe case of phased
arrays this was never going to be the case anyway.

There are multiple causes which can result in poor dynanmigeand thus
limited imaging quality. The following list names severétloem, however, does
not claim to be complete:

e Pointing errors

¢ Insufficient knowledge of antenna beams

e Polarisation leakage and its time-variability

e lonospheric non-isoplanatism and decorrelation
e Tropospheric decorrelation

e RFI and other non-linear effects

e Baseline-based non-closing errors

e Source variability

e Limitation of calibration and deconvolution algorithmspesially for ex-
tended field and sources



¢ Inadequate software implementation

Many of the listed points are direction dependent and/oetimriable. In the case
of direction dependent effects different sources in thel fedperience different
effects. However, such effects might even be time-depdratewell, e.g. iono-
spheric changes, and thus limit the integration time or habe incorporated into
the measurement equation as a time-averaged effect wiaaghhs likely to lead
to degradation of the final data product.

The paper is arranged as follows: Section 2 describes tloeytlod large in-
terferometer telescopes and the measurement equatioh wéucbe constructed
to represent/give an accurate description of the measuntgpnecess. Section 3
introduces standard calibration techniques as they arelywiged in radio astron-
omy. In section 4 issues concerning and limiting the qualityolarimetric obser-
vations carried out by the new generation of instrumentsls@issed. Moreover,
software packages and their suitability to calibrate feitdata are looked at and
recent advances are described in this section as well.dBegflocuses on issues
which need to be solved and tries to establish what futurdweeds to be done
in order to construct calibration pipelines for the newrnstents. We conclude
in section 7.

2 Fundamental theory

In the following we describe the measurement equation iroraderferometry.

While the measurement equation has been widely used in obsstayptical wave-
lengths, Hamaker et al. 1996 were the first two emphasizefsitance to radio
astronomy. The measurement equation based on the JonesuwaligriMnatrix

formalism represents a complete and mathematically eldgamework for the
description of all kinds of full polarisation signal progdmpn effects.

2.1 Radio interferometry

An interferometer consists of a number antennas whose sitgnals get corre-
lated. In this way aperture synthesis measures the spatiaidf transform of the
sky image. The technique is in our days widely used in radimasmy.

The aperture plane of the interferometer is the plane peipelar to the in-
stantaneous direction from the array to a phase-referargercon the skgy. A
baselineb;; is defined as the three-dimensional vector between theidosatf a



pair of antennasand j, projected onto this aperture plane. The componerits of
are commonly measured in units of wavelength.

A so-called visibility is defined as the time averaged crassatation product
of the total electric field measured at two antenniaand j, of the array with
a time delay between the measurements, and is given for dedoma single
polarisation by:

V(bij) = /(\ep(s,t)| Jep(s.t —b-s/c)|exp(—2rib-s)dQ )

wheresis a location on the sky with respect to the phase referentesgie,(st)|

is the complex amplitude of the radiation emitted from lawas, b-s/cis the time
delay of the signal arriving at the antenna with the longghthtravel path. The
integration runs over the solid angle covered by the prinegms of the anten-
nas. In order to ensure that time-averaged term in equatigne? the source
brightness distribution, the maximum delay time has to ballemthan the coher-
ence time of the signal. The visibility measured by an irenfneter of baseline
b = (u,v,w) is then given by:

V(u,v,w):/A(I’m’n)l(l’m’n)
V1-12—n?
whereA(l, m,n) is the amplitude response of the interferometric adfrdym, n) is
the sky brightness distribution ahdn, n= /1 — 12— m? are the direction cosines
(see e.g. Thomson et al. 198@).v, w are the components &f; whereu andv
are two-dimensional spatial frequencies andescribes the height of an antenna
relative to the plane of the array in the direction of the ghiegerence centre on

the sky,so. Whenl’(I,m,n) = % the above equation becomes:

exp(—i2rm(lu+mv+nw))dldm,  (3)

V(u,v,w):/I’(I,m,n)exp(—iZn(lu—l—mv-l-w( 1-12_m2—1))didm, (4)

wherel’(I,m,n) is the modified brightness distribution. For planar arrays-(0)
this relationship can be simplified to a two-dimensionald&uransform. This is
the Van Cittert Zernike theorem and forms the basis for isterhetric imaging.
Thus, as one measures the Fourier components of the skyriegghdistribution,
this method is also referred to as indirect imaging or Fowsyathesis. Until to
date most operational interferometric telecope arraylifies are well described
by the planar form and thus theterm is not an issue. However, this will not be
anymore the case in the advent of large aperture arrays @agélines of several
hundreds of kilometers.



2.2 The measurement equation

Electro-magnetic radiation can be described by two confplalued) compo-
nents of the transverse electric field vecteft) = (eP(t),e(t)) incident to an
orthogonal pair of feeds ensuring full polarisation. In tbkowing we label the
orthogonal polarisations gsandqg. The measurable propertieseére given by
the coherency matrixp = (e(t) @ €'(t)) (outer product), where the angle brack-
ets denote time averaging astlis the Hermitian conjugate @& Note that four
cross-correlation pairs are formed per baseline. The eolsgrmatrix relates to
the linear combination of Hermitian basis matrices:

1 3
p =5 S(O-kv (5)
2,
whereoy, k € [0,1,2, 3] are the Pauli matrices:
10 1 0
G0=|q9 1| 9= |9 _1} (6)
01 0 —i
02 = 10} Gsz[i 0], (7)
(8)

and & are the Stokes polarisation vector compone8ts; (1,Q,U,V). Vice-
versa the Stokes parameters can be expressed in terms afttheency matrix:
S =tr(okp), where tfA) is the trace of matriA.

Jones matrices describe the modification to the in-comnadation by prop-
agation effects and receiver electronics. A Jones matri Zsby-2 matrix of
complex numbers that describes the action of an opticaksysin thex- and
y-components of the electric field of an incident plane wave:

{ Jpp _jpPq }

J 9

Jap  Jad

Hence, the output of a system is given by the convolutien= Je. The Jones
matrix corresponding to ionospheric Faraday rotationgs given by:

B cosy —siny
JI’Ot - |: Siny cosy 17 (10)

wherey = RM/V?2,



This can be converted to a so-called Mueller matrix:
1
Mij = étr(oichJT), (11)

whereg; are again the Pauli matrices. Jones matrices are handl¢ighcatively,

so that the total Jones matrices of direction dependentradependent effects is
given by the (usually non-commutational) product of indivl Jones terms of
specific effects. The 4-by-4 Mueller matrix is therefore theer product of the
two entire/complete antenna based Jones matrMegs= Ji ®J}L (with i and |
here labelling antennas of baseline pairs). Mueller magrere as Jones matrices
multiplicative.

Following Hamaker, Bregmann & Sault 1996 the full polarineteasure-
ment equation describing astronomical imaging using fietemeter telescopes
can thus be for a single baseline, frequency channel angratten time step gen-
erally/generically expressed as:

VOPS(v,t) = MYS(v,t)W (v, 1) /MSky (s,v,1)1%(s,v,t) exp(2ris- bjj) ds, (12)

Wherevf’jbs(v,t) = [Vppquvqpqu]iTj is the visibility sample as observed by the
two antennas denoted by sub-scrip@nd j, which have a baseline separation
given by the vectobj;. The visibility sample is/can be weighted by the measure-
ment weightW;(v,t) and Mi"jis(v,t) is the complex direction independent gain.

Mﬁ”(s,v,t) is the direction dependent gain and thus depends on theidivex

|S9Y(s) = [IPPIPA19P|94]T s the sky brightness in directinand can most gener-
ally vary with time and frequency. Note that vectM%bs and| % are full polari-

sation vectorsMi"jis and Mﬁ‘y are the Mueller matrices and are obtained from the
outer products of the directional independent and depdrdde@s matrices. Note
that for accurate polarisation calibration and high dyr@arange imaging the off-
diagonal terms in these Mueller matrices are non-negkglld a full polarisation
calibration is necessary.

During an observation thav-plane is filled with measurements as the baseline
changes with respect to the phase centre due to earth royéioling a coverage
of the uv-plane. Moreover, an interferometer f antennas take%na(na —1)
uv-samples (one for each possible baseline) at a time. Thérebymportant to
have a high frequency and time resolution in order to avoasailg effects which
are otherwise inevitably and irreversible. In order to urd the coverage of the
uv-plane, the measurement equation can be expressed in baigk form as (see
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Rau et al. 2009):
_ | )
VOB 1 = [KYS ] [Sonsom] [FYUS cnl KoY cm VY (13)

wheren is the number of visibilitiesm the number of discrete spatial frequencies
(pixels), c gives the measured correlatidy,xcm IS an projection operator map-
ping the image plane to the visibility samples &Rff, ., the Fourier transform
operator.

However, as discussed in secti@dthis way of expressing the Measurement
Equation is limited and it can be generalised/ported to eettiimensional de-
scription.

2.3 Existing standard calibration methods

In order to make a corruption-free imagé®s needs to be corrected for the ef-
fects of MViS and M9, Standard calibration techniques most often/commonly
neglect direction dependent effects (see section 2 for erigésn of such). In
the past such have been neglected since more stringerdtioni were placed by
other sources of error and (other) instrument propertiesrelgver, also science
goals at the time could be well achieved by the standard igthgas in the com-
mon observing wavebands. To achieve the science goalsuréftelescopes - for
example to study cosmic magnetism or reionisation in thly éamiverse at very
low frequencies - dynamic ranges, which are several ordemsagnitude higher
than the ones obtainable via standard methods, and thusofar etaborate cali-
bration algorithms are required. However, the calibratehniques presented in
this section are still widely used to date and have been safideapplied to data
obtained from instruments over the last decades.

In general the unknowns are the sky brightness (imagingfaaehstrumen-
tal effects (calibration). The most straight forward waycadibrate is thus to
observe a calibrator source which is in the most optimal easenresolved point
source with invariable/stable surface brightness. Suctiilarator source has to be
observed during repeated cycles. The maximum durationdsgtwalibrator ob-
servations is commonly limited by the stabilities of LNAeWl noise amplifiers)
and of the phase transfer systems of the antennas in an i@artay. In existing
interferometers the time interval between repeated @bbiobservations is usu-
ally of the duration length of approximately one hour dunwigich the system can
be regarded as adequately stable. However, at low radiodreges changes in
the ionosphere and other instrumental effects (most ody}aiequest shorter cal-
ibration cycles. Thus, this calibration strategy can reisusignificant overheads

v



and might be not suitable for next generation instrumentl high bandwidths
and large numbers of channels.

Apart from calibration using calibrator sources SelfCalristher established
calibration technique widely utilised in radio interferetry. The advent of (scalar)
self-calibration or SelfCal in the 1980s marked a landmarkatio astronomy.
Achievable dynamic ranges increased significantly by ttredtuction of the method.
However, SelfCal is unable to deal with many direction-dejeen effects, such
as antenna pointing errors and ionospheric and troposptedraction.

Traditional SelfCal solves simultaneously for the souraghiness and the
complex-gain errors of the antennas. It is an iterative ogktivhich alternates
between two steps. First it uses a recent estimate of thergkytbess to improve
the current estimate of the antenna errors. This estimatdeabtained from a
previous observation or the present data. The observeuilitiss are then cor-
rected for the current antenna errors to improve the skyhbrags distribution and
the algorithm is iteratively repeated. SelfCal in this formlyoworks when it is
applied to data taken by a homogeneous interferometrig.afram past experi-
ence it has been found that the method converges and hasdeehtd be quite
robust in most practical situations. However, formallysitniot possible to prove
that the limit the algorithm converges to is a unique one. &t one possible
limit the algorithm can converge to is the true antenna gam sky brightness
distribution. Furthermore, the overall brightness scaleft undefined by SelfCal.
Note that SelfCal relies on two assumptions. The first oneasttie “instrumen-
tal” effects are antenna based and secondly that the skynissalempty with a
non-zero source brightness only in a minor fraction of thg dkor SelfCal to
work the observed data has to be well conditioned meanirightbdaken number
of visibility samples is (much) greater than the number dinown antenna gains
and non-zero source pixel brightness values.

SelfCal demonstrates well why imaging (knowledge of the gikytitness dis-
tribution) and calibration (correction of observing eff§care closely related and
dependent on each other. The image and the artifacts by gervahg process
have to be constraint simultaneously to ensure best pesgblilts.

However, the standard approaches are deemed to fail incatiphs to deep
wide field observations. Calibration relies on a priori knegde of the true sky
emission or it being fairly simplistic which is very unliketo be the case for
future experiments. Especially in the case of directiorgdeshdent gains as the
calibration varies over the field of view such informatioruidikely to be avail-
able.



3 Observations: State of the art

In this section we briefly summarise the current state oftgraen deep, wide-
field low-frequency observations of radio interferometglsch are at present in
regular science operation.

In the past advances in dynamic range have been stronglglatad with the
thermal sensitivity of the constructed arrays. Apart frorfe@ deep observa-
tions, in most cases sensitivities of common contemporagys for reasonable
observing times are not high enough to require very soghistd calibration tech-
niques which include directional-dependent or time-\@daffects. Furthermore,
traditional radio interferometer instruments have at ne$w dozen of well-
manufactured antenna and receiver units.

Interferometric low-frequency instruments in current aecent science oper-
ations are the Westerbork Synthesis Radio Telescope (WS ilant Metre-
wave Radio Telescope (GMRT), the Very Large Array (VEAYnd Australia
Telescope Compact Array (ACTA). Commonly these instrumenisachieve dy-
namic ranges of- 10000 over most of their low-frequency range. Note that the
science of future aperture arrays requires order of magestthigher dynamic
ranges £ 107).

To the knowledge of the author the highest dynamic range®\aath in spe-
cific observations so far are reported for the WSRT instrur(sese e.g. de Bruyn
2006). The WSRT is an array in the Netherlands whose systesrtave been in-
tensively studied and are well known. The array is an eqisiypmounted east-
west array that can make use of redundant baselines foratatib purposes. With
14 dishes the array is a typical classic radio telescopetwisaally have at most
a few tens of receivers. Net polarisation dynamic ranges baen achieved of up
to 1— 2 x 10° for observations at 21 cm. In the case of the WSRT, a purpotte-bu
analysis software package called NEWSTAR which removestitire-dependent
effects by peeling (see section 4.3) has been employed &r ¢todachieve such
high dynamic range.

1Due to upgrade to EVLA actually the array is at present notatjpenal anymore.



4  Calibration and Imaging for wide field polarisa-
tion observations

Calibration is defined as an algorithm applied to observattbat makes the data
free of corruptions caused by the observing process. Thi®nsmonly done
by solving for free parameters of a model which describeseddivant parts of
the observing process. In case that one has insufficient lkdge about the sky
brightness distribution, this model apparently has to mslnude a parametrisation
of the true sky apart from modelling the observing processeBan the assump-
tions and parametrisations one derives a measuremeniayémt the observed
data. Obviously in the case that an invalid a priori model pawmetrisation are
assumed, the calibration fails.

In particular, in this section we discuss effects which &éely to cause sig-
nificant complications for polarisation data calibratidnfature interferometers
and describe recent devised algorithmic approaches teadior them. While
in standard calibration, which often makes use of calibraturces, the sky is
considered to be well-known, modern calibration technéquiél have to include
parameterisation of all parts of the measurement equatiarm as the directional
dependent termdyIS¥, and to some extent the sky brightness. Simplifying as-
sumptions are likely to bias the calibration. At the sem#jtiand resolution levels
of the new instruments, the sky is expected to appear mor@learthan it is the
case for limits of operational arrays. However, degenesagiight occur between
sky and calibration parameterisation and it might not besis to always find
unique solutions to which the calibration converges. Ttoeeg in the following
imaging and deconvolution techniques are discussed asulah are utilised to
improve the estimate df%, the so-called reference sky (see also section 4.4).
An inaccurate/incorrect reference sky most certainlycféhe calibration terms,
MSKY andM Vs,

4.1 Thew-term, a geometric effect

In the case of large fields-of-view which is typically the ea low radio fre-
guencies the integral given in equati®@dcannot be reduced anymore to a simple
two-dimensional Fourier transform. Using such a simplifedlysis inevitably
leads to distortions away from the chosen phase centre. oOdlyi the further
the directionsis off-setted from the phase centre, the larger is the distorThe
magnitude of the apparent distortion for a co-planar amagependence on the
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source azimuth is given approximately by:
92

MO~ s

sinz, (14)
wherez is the instrumental zenith angle. For non-co-planar artagssituation
is more complicated than the simple shift of position thatuss in the case of
the co-planar. In any case the the point spread function witich the sky im-
age is convolved is not anymore position-invariant and daash deconvolution
algorithms are unsuitable.

Several algorithms have been developed to correct for #iertion caused by
thew-term. A way to deal with this effect is faceting which can Ippleed in the
image as well as in the aperture domain (see e.g. Sault €829, Tornwell &
Perley 1999). As indicated by the name the method dividefi¢lkof view into
a number of facets. Faceting yields undistorted sky imagésam approximate
space invariant point spread function. Faceting thus ismaidges for succeeding
deconvolution, especially/particularly if the emissierextended. The computa-
tional cost of the different faceting algorithms is similar

Another way to correct for the distortion caused by therm is thew-
projection algorithm which is based on absorbing the exgioesxgwy/1 — 12 — m? —
1 into the direction dependent gaM ¥ (see equation 12). This way one corrects
for the w-term during image deconvolution. A recent detailed desiom of the
algorithm is given in Cornwell et al. 2008. It is reported iceat literature (see
e.g. Rau et al. 2009) that implementations ofwRprojection method are in prac-
tice about an order of magnitude faster than faceting dlgos. An algorithm
closely related tav-projection is thew-stacking. Implementations e¥-stacking
have been developed by Cornwell et al. and will be incorpdratehe ASKAP
software package (ASKAPSoft) which is not yet available.

4.2 Directional dependent and time-variable effects

The in section 2.3 presented standard calibration tecksigon-source calibra-
tion and SelfCal) neglect time-variable and direction deleen effects. These
however are crucial to make use of the wide fields-of-view baddwidths of
future radio interferometers.

Directional dependent effects are due to antenna illunangiatterns, paral-
lactic angle and ionospheric and tropospheric effects.
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4.2.1 Primary beam

Aperture arrays and dishes with focal plane arrays havegryirneams that are
less stable than the ones of single pixel primary feeds. yncase the primary
beams vary with frequency. The illumination pattern on tkye changes in case
they are not co-rotated and generally due to receiver m@anatgeometric distor-
tions the beams are azimuthally asymmetric. Moreover, beatterns are likely
to differ for different observing units, i.e. aperture grsdations or dish antennas
with single pixel or focal plane array feeds. Obviously,lsbeam pattern asym-
metries and variations have a negative effect on the adbliedynamic range and
image quality and make calibration for these beams a redlecige. Especially
the polarisation purity can be affected by these primarybeariations and un-
knowns. Calibration and imaging have to take the full po&r of the signal
into account. The primary beam of an instrument introdunegumental polar-
isation due to the reception properties of the feeds. In #se that the antennas
and thus their receiver feeds do not track the rotation ofkKyeas it is character-
istic for any radio telescope without an equatorial mouns gives rise to another
cause of variation of the the instrumental polarisatiorr alie observation dura-
tion. Also antenna pointing errors result in different diren dependent Mueller
matrices (see equation 12) for each baseline. All thesetsffequire calibra-
tion and correction with high accuracy. Usually this can beealby solving an
adequately parametrised measurement equation.

4.2.2 The lonosphere (and atmospheric disturbances)

Corruptions caused by the ionosphere are one of the sevamating factors
for highly accurate polarisation calibration. The ionosghaffects the phase in
a spatially and time varying manner across the antenna béaume. to the ex-
tent/thickness of the ionosphere it is usually for the newegation of low fre-
guency experiments not sufficient to approximate it to benglsilayer flat phase
screen. Knowledge of the three-dimensional electronidigion is necessary.
Moreover, the new generation of telescopes will consistlafge number of
stations or respectively dishes over a long range of baseliWhile the fields
of view of stations or dishes close to each other experiemeesame or at least
a similar ionospheric phase screen, stations of long lresehre certainly look-
ing through different parts of the ionosphere. This can eaignal decorrelation.
Moreover, similar decorrelation effects can be also causethe troposphere.
Variations in the ionospheric phase screen happen on thedaale of minutes
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which thus places an upper limit on the longest integratimies$ between succes-
sive calibrations. Via field-based calibration which measthe shift of compact
sources (see Cotton et al. 2004) local ionospheric gradoame estimated and
the entire field can be corrected by a polynomial fit to the plestimates. How-
ever, the method is limited to baselines of a few kilometned felds of view
of several square degrees and is not applicable in the cadeoafy ionospheric
refractive disturbances. Another method to calibrate émospheric effects is
presented/discussed in the next section.

In the case of ionospheric disturbances, apart from affgadata as a com-
plex phase screen, the ionosphere causes/introducesrfedmplications in the
analysis of the data and thus its calibration due to frequelependent Faraday
rotation of the polarisation angle.

4.3 Peeling

In this technique the complex gain is estimated towardscgsuacross the field-
of-view. The method relies strongly on prior knowledge @& sources which has
to be obtained from earlier observations or possibly in arattve approach from
earlier steps in the calibration. Therefore, one has to@alyaving a good sky
model at hand. The sky model is usually derived by deconmoiuechniques
as they are, for example, described in the section belowdseton 4.4.1). The
method has been successfully applied to data of convehtiad@ telescope ar-
rays, such as the WSRT (see section 4). The method is anvteate. After
removal of the a priori known sources from the visibilities:

corr __ \/0bs peel | ,Kmodel
Vij = Vi _Z‘]ij Vi

(15)
one proceeds by applying the technique to the brightestesun the residual
image. k denotes all sources to which the peeling solution is apipkcaNote
that the method (is possibly) deemed to break down in verewirld aperture
array observations (at low frequency bands) which mightaiarcomplex emis-
sion structures on a number of scales. Nevertheless, theesdfarts under way to
extend the method to such kind of wide field complex data setsNijboer & No-
ordam 2007). Mitchell et al. 2008 investigate a real-timeljpg implementation
for the Murchison Widefield Array.
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4.4 Reference sky model

Many of the recently proposed strategies incorporate tba af a reference sky
model or at least some a priori knowledge of the sky briglgn&kerefore in the
following section we describe image deconvolution aldons which can be of
help to derive such. It is absolutely necessary that any pgedinformation is
reliable and the sky reference model is time-independemiverer, how much
current observations and conventional techniques areydfi@p to achieve a reli-
able sky reference model is questionable. Due to the (veng baselines which
the new instruments possess, many sources which appeaigeito existing
instruments, will be resolved. Thus they cannot be treasegloant sources any-
more, but have to be modelled as extended sources usingsleagelets (see e.g.
the contribution of de Bruyn et al. to the SKA2010 in ManchBstgloreover, the
new facilities will have wide frequency bands and the sostoecture is likely to
change over the observing band. For these reasons the soadmds will have
to be far more complicated than currently generally assurivedeover, sources
might even exhibit/show time-variable behaviour at noghggble levels. At the
same time, due to the increased sensitivity, many more eswil be detected
and will have to be processed. This will not only affect thébeation of the
instruments, but also the imaging and deconvolution. Bexatigheir high sen-
sitivity the new instruments are capable of detecting veepakvsources, but they
will have to do so in the presence of all the strong sourcesadir known. Note
that strong sources which are not even in the main field of \éew affect the ob-
servation through side lobes of the primary beam. Sometikerdeconvolution
and/or peeling applications might help with these issuesase the instrument
beams are well known.

4.4.1 CLEANIng algorithms

Most ideally one derives a sufficient calibration by solvanlgadequately param-
eterised measurement equation for best-fit values of iibratibn parameters.
However, this is in reality due to a lack of prior knowledgeabthe sky as well
as the measurement process itself and limited computirmgiress often infeasi-
ble. In order to obtain information about the true sky bngd#s distribution it is
often necessary to invoke iterative deconvolution teaesgand iterate between
calibration and deconvolution steps.

Several deconvolution algorithms have been developecila#t three decades.
The first ones, such as Hoegbom CLEAN and the Maximum Entropthdde
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neglect correlation between different resolution ergifjpixels) of the map and
are not optimal for extended brightness structures. Howesgious types of
CLEANIng algorithms have been introduced since the time Hoagestablished
the fundamental principle. Some of these incorporate ssabsitivity. One such
CLEAN algorithm is Multi-Scale (MS) CLEAN. As the algorithm wis with a
set of pre-defined scale sizes, its performance and conqmaatost depend very
much on the choice of scales. In the case of a very non-opthwte of scales,
it experiences problems. Moreover, it ignores couplingveen the set scales.

Another scale-sensitive deconvolution algorithm is ASFEBN. This method
utilises a parametrisation of the sky brightness in a cotlacof Gaussians and
adaptively determines the local scale and position of thepmments in the map
in a constrained optimisation of their parameters. Apavinfithe inclusion of
scale-sensitivity, MS-CLEAN and ASP-CLEAN have been showrmdaverge
generally in far fewer iterations than it is the case for tragitional Hogboem
CLEAN. Drawbacks of these algorithms are that they are neglirand in some
cases are challenging to automatise.

In the case of wide bandwidth and large channel number caseng, the
spectral dependence of the sky brightness has to be acdofantas well. A
deconvolution algorithm that takes care of the sky spedependence and the
spectral instrument response is Multi-Frequency (MF) CLEABE e.g. Sault &
Wieringa 1994). The method describes (pixel) source spéstia power law and
a first order Taylor expansion. In its original form the MF CLEAalgorithm
does not include spatial correlations between pixel saurté CLEAN can be
combined with MS CLEAN, though, to obtain a scale- and fregyesensitive
deconvolution algorithm (see Rau et al. 2009).

Note that commonly these deconvolution algorithms areiegpb a single
correlation pair of feeds, e.gp, or Stokes parameter. With the assumption that
different Stokes parameters are linearly independengrdetution cycles can be
performed separately on the images of the Stokes parameters

5 Software development

Several of the in the previous sections discussed algosithave been imple-
mented and included into principal software packages. hee two different
approaches taken in the software development for the newrggon of inter-
ferometers. Some software is specifically developed fotiquaar telescopes to
match the special needs of the instruments. The developofi¢hése packages
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often happens within collaborations and software prodaoften not yet pub-
licly available. An example of such a package is ASKAPSofiahhis built to suit
the needs of the Australian SKA Pathfinder ASKAP, a dish anrigly focal plane
array receiver units. Nevertheless, even these packages oftzn use of open
standard routine libraries (, such as CASAcore). Other ppek#ry to be multi-
purpose applicable and are developed in an open sourc@ement, e.g. CASA.
However, these are not always optimal for every kind of &ee hardware. For
example, aperture arrays, such as the LOw Frequency ARrayAR]D have cer-
tain calibration requirements which are sometimes notestad by the multi-
purpose packages. Thus, LOFAR is building its own automptdarisation cal-
ibration and imaging pipeline, which is taylored to instemtal, computing and
scientific needs of the project and is thus purpose-built.

Table 1 lists some of the most widely used and newly up-corsoifgvare
packages available in radio astronomy and their main featiome of the pack-
ages have been developed for the recent operational tplegmmeration (AIPS
and MIRIAD). The development of others (CASA, MeqTrees and ABIKoft)
is driven to serve future arrays.

As required full Stokes polarisation calibration is parafithe new packages.
However, the advancement and level of algorithmic impletai@m differ from
package to package. The following list of algorithmic agmites states in which
of the packages that are under development an implementattithe respective
method exists:

e peeling: MeqTrees

w-projection: CASA, ASKAPSoft (alsa-stacking)

faceting: CASA, ASKAPSoft, (AIPS)

multi-frequency approaches: CASA (also including imagedodised meth-
ods), ASKAPSoft, MeqTrees

o full Stokes measurement equation: CASA, ASKAPSoft, Meqg3ree

For example, the available version of CASA has a so-cghadal routine
which can determine instrumental leakage terms, so-célkerms, utilising a
(polarisation) calibrator source. However, the impleradnbutine is/seems to be
still quite closely linked to standard polarisation cadition techniques which have
been already utilised/implemented in the predecessorgg@sk Future observa-
tions might need to calibrate and image at the same time. CAfefsawithin its
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CLEAN routine faceting and w-projection options. In CASA thgwojection and
respectively faceting algorithms are controlled by the-gatametersvprojplanes
andfacets.

A stringent requirement on all these packages is that theyable to han-
dle, polarisation calibrate and image (full Stokes) nextagation telescope data
which will be taken at very high rates and will be of high coeyly. Despite the
recent developments to achieve all these goals will be destgihg task. To give
an example, as can be seen in Table 1, (to the knowledge ofitherganone of
the listed packages is in fact yet entirely/fully ready tatwe on multi-core multi-
thread high performance computing architectures. A bdnaadicap seems of-
ten that most software development efforts suffer/lackgjmpersonal/man-power
support for implementation and testing purposes.

5.1 Recentresults and applications

Most methods mentioned above have been implemented re@endl are often
still in a testing stage. For example, Smirnov et al. havéuoted the correc-
tion of direction-dependent effects, such as atmosphefraction and antenna
beam uncertainties, into the MeqTrees package in a full areasent equation
approach solving for such effects. For testing purposesdpelied the software
to WSRT data and achieved a dynamic range aff over the entire field-of-view
and obtained noise levels in the image as expected from dwdtical thermal
noise limits (see Smirnov talk at SKA2010). There have beejonefforts at the
American National Radio Astronomy Observatory (NRAO) and Australian
CSIRO to implement many of the afore-mentioned algorithrs packages like
CASA and ASKAPSoft. For example, the implementation of pctg methods
to correct for directional-dependent effects caused bgrara pointing errors and
irregularities and changes in antenna voltage beam patteendiscussed in sev-
eral papers (see e.g. Bhatnagar et al. 2004; Bhatnagar etO&l, Bbatnagar et
al. 2008 and Cornwell et al. 2008). These authors often ajmely implemented
algorithms first to simulations (making use of the CASA siniola tools) and
then also to archived VLA data to give proof of concept.

6 Where are we and what’'s next

Research in this area is ongoing. Although many ideas areg lgginerated, only
a limited number of new calibration approaches have agtl@én implemented
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Software package: | MIRIAD AIPS MeqTrees CASA ASKAPSoft
Availability: [ [ 0 O O
Calibration: (] [ O (full Stokes)| O (full Stokes)| O (full Stokes)
Polarisation: [ O 0 0 0
Computing language; Fortran77/C| Fortran66| C++/Python | C++/Python | C++/?
Parallelisation: O O (0) Not Yet ?

Table 1: Available and up-coming software packages and ftbaiures.




and tested on real data. This is hardly surprising since ooly the first of these
new instruments are coming online and producing data wreduires new al-
gorithmic approaches. Hence, also the astronomical obsend software user
community often still sticks to traditional methods and keges.

Processing data from the new instruments remains chatigragid drives the
research of signal processing in the area of low frequendip rastronomy. A
number of algorithms which will help with polarisation dafation are suggested
and partly implemented. However, many efforts are still ratearly stage and
require further testing and development. Plans exist fonyng-coming and
furure arrays to develop automated calibration and aralyipielines so that the
astronomical user will be supplied with the final scientificaseful data product.
A major challenge is that algorithms have to be able to p@wadtomated real
time calibration due to the immense data intake and flow omn#we generation
of arrays. Due to huge data outputs it is infeasible to stioeefall polarisation
uv-data for long times. Furthermore, a significant complmatior these plans
is that not only the numbers of array elements in comparisoeciassical radio
interferometers will strongly increase, though, the esyesd technologies, such as
aperture arrays and focal plane arrays, are often more exrapt less stable than
it is the case for the single pixel feeds of the currently eplerational generation
of instruments. In addition, the wide bandwidths of the nestriuments will cause
further complications due to the effects of the atmospheirequencies below 1
GHz and spectral variations of the sky over the observediregy range.

Apart from the challenges described already throughouttkten detail, some
further challenges which have not yet been widely discussethin. Obviously
in order to deal with data from the new instrument generatimne complicated
models of the sky and the observing process are needed, whtahn contain
more unknowns that need to be extracted from the data iffk#.increased sta-
tion number will yield more baselines and thus equationswewer, since this
also introduces more complexity it might not be sufficienis ithus important to
find a suitable set of basis functions to model the time amglizacy dependence
of parameters since this will reduce the amount of unknoWwasrieed fitting.

Another yet unmentioned important problem is radio freaqyenterference
(RFI) mitigation. The radio frequency spectrum is rathemated, and it is ex-
pected - even though most sites of new arrays are carefullgerh- that many
observations will suffer contamination by different leveif RFI. Thus before a
reliable calibration and imaging is at all feasible flaggamgl excision of the con-
taminated data is necessary. New fast algorithms have tevsaped for these
purposes as well. Further, it might be possible to use argaabprocessing tech-
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niques, such as null steering, to suppress the level of congion of interference
in the data. Nevertheless, also such techniques need tgatenmanted to respond
in real time.

Moreover, the derivation of the Measurement Equation asgmted in section
2 assumes paraxiality and is therefore only a valid appration for narrow and
at best medium wide field-of-views. While it may still hold fparabolic dish
antennas of diameters 10m at observing frequencies of several 100 MHz and
above, it is unlikely that it does work for a dipole antennaickihsees a major
fraction of the sky. In order to generalise the standard Messent equation
formalism to arbitrary wide fields, one has to by deriving a \Gittert-Zernike
relation that is valid over the entire celestial sphere anfdlly polarimetric (see
e.g. Carrozzi & Woan 2009). However, implementation of athons for full
Stokes polarisation calibration are likely to be compuotadily very costly since
many advantages of the form as presented in section 2, suttte ase of the
two-dimensional FFT, may drop away.

However the curse of dimensionality might well strike. Aldy equatior??
does not have a unique solution in the case one considersaaihgle baseline
and limited knowledge about the sky signal since one has fouiyequations to
solve for up to 10 unknown parameters. A way forward to avoidiex-determined
systems of equations is to use redundant baselines so tleaisatingle antenna
independent corruptions can be more easily solved for.

7 Conclusion

In this Memo we introduce and discuss contemporary and nétaraagon tech-
niques. Recently, due to the advent of the new generationddd talescopes,
algorithmic and practical research in polarisation calilen and high dynamic
range imaging methods has strongly increased. Severaltalgs have been de-
veloped and implemented (see section 4) and some have lbeadyamade avail-
able in software packages (see section 5). However, modémgmtations and
algorithms do not yet fulfill the requirements of being umgadly applicable and
totally automated. Future facilities will require fully emmated data processing,
calibration and imaging. Highly accurate polarisationlaition is the fundamen-
tal requirement to achieve high dynamic range imaging.

An issue might be that some of the algorithms are developé#u avcertain
hardware, e.g. dish antennas, in mind and might neglectsnefedther antenna
designs, such as aperture arrays. On the other hand, ptivpitisgoftware might
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be the only way to achieve all necessary requirements. Tgtedata complexity
of future arrays is accompanied by large data volumes. Thagases in algorith-
mic and computational performances are necessary. In twdeach ultimately
the high aim of a black-box data analysis which relies onlyadew parameters
to be set by the user and presents the user at the end of arviagsem with
fully calibrated scientifically useful data, several barsi have still to be taken.
Automatisation is a major one of them. Automatism and pealiadtion of the
algorithms is still at the onset of its development. Impleited algorithms need
to be portable to high performance computing architectuEagen though man-
power has been steadily increasing, these requirementiékei request further
top-up of work force in the field.

Furthermore, to reduce pressure on the algorithm developreeftware de-
sign and computing requirements - as some of the instrunfavis not yet left
their design stage, e.g.the SKA - it might be worth-while eeistigate how to
mitigate calibration errors by hardware design withoutéase of hardware cost.
Finding suitable solutions/answers to all these challenvgé be of critical im-
portance for the success of the next generation of instrtsnen

References

Bhatnagar & Cornwell, 2004, A&A, 426, 747

Bhatnagar, Cornwell & Golap, 2006, Corrections of error duenti@ana power
patterns during imaging, EVLA Memo 100 (technical report)

Bhatnagar, Cornwell, Golap & Uson, 2008, A&A, 487, 41

Carozzi & Woan, 2009, MNRAS, 395, 1558

Cornwell, Golap & Bhatnager, 2008, IEEE Journal of selectguictin signal
processing, 2, 647

de Bruyn, 2006, Calim talk

Hamaker, Bregmann & Sault, 1996, A&AS, 117, 37

Mittchell, et al., 2008, IEEE Journal of selected topicsignal processing, 2, 770
Rau, Bhatnagar, Voronkov & Cornwell, 2009, IEEE Advances inaadtronomy,
97,1472

Sault, Bock & Duncan, 1999, A&A, 139, 387

Sault & Wieringa, 1994, A&AS, 108, 585

Thomson, Moran, Swenson, Interferometry and synthesedimrastronomy (2nd
edition), John Wiley & Sons

21



