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Mark 6 goals
 16Gbps sustained record and playback capability
 >=32Gbps burst-mode capability
 General Ethernet packet recorder 

(can be straight-forwardly adapted to other interfaces as well)
 Based on inexpensive high-performance COTS hardware
 Easily upgradeable on Moore’s Law curve
 Linux OS (Debian Squeeze 6.0.3) w/open-source software
 Playback as standard Linux files
 e-VLBI support
 Smooth transition from Mark 5
 Preserve as much investment in existing Mark 5 systems and 

disk libraries as possible 
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Basic Mark 6 System
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Mark 6 controller

4 x 10GigE

8-disk
module

8-disk
module

8-disk
module

8-disk
module

4 x 4Gbps sustained (demonstrated)
4 x 8Gbps burst (untested)

16Gbps susta ined

Comm odity SATA disks

Completely COTS data elec tronics
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Mark 6 Physical Layout

System chassis

Expansion chassis (needed for 16Gbps)

Retractable cable panel

Mark 5/6 enclosure (w/data electronics)
Power supply
Chassis backplane kit
Data-electronics hardware

(for easy management of 
 eSATA data cables)

Module-front-panel connectors for two 
standard SAS2 cables

1 3 2 4

1 2

3 4

5 6
5 6

Mark 5/6 enclosure (no data electronics)
Power supply
Chassis backplane kit

(Optional) 2nd Expansion chassis

(Optional) 2nd cable panel

5U

1U

8 monitor LEDs
(one per disk)
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New Front 
Panel

New PCB and
power connector

New Latch provided 
(pre-installed on new 
Panel)

Re-use Handle from 
old Module

Mark 5 SATA Drive Module Upgrade to Mark 6

8x LED 
(1 per drive)

Front Panel

Rear Panel

Easily
removable disks

Connectors for two 
eSATA cables

Cooling slots
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Prototype Mark 6
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Mark 6 control strategy
• Up to 6 modules accommodated at one time

– Can be organized in ‘groups’ of 1-4 modules depending on 
requirements

• Basic Control strategy:
– User creates ‘groups’ of modules from initialized disk 

modules
– A module ‘group’, once created, acts as a single 

recording/playback entity
– A module ‘group’ can be dissolved only by re-

initializing modules within group
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Example operation

• Operator pre-fills Mark 6 slots with combination of 
existing groups, or initialized (and erased) modules

• FS requests group of n modules for recording
– Mk6 creates ‘ready’ group, either from an existing suitable 

group or a new group created from pool of initialized 
modules

• FS records scans, monitoring fill level of group
• When available space on group is no longer sufficient, 

FS puts current ‘ready’ volume off-line, constructs new 
‘ready’ volume, and proceeds

• etc……
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dimino6 VSI-S commands

group
Manage module groups
auto, new, open, close, protect, erase, dismount

input_stream
Define input data stream
add or delete

mod_init Initialize disk module

record Recording on/off

gsm Set/get Group State Mask (NRAO specific)

gsm_mark Set GSM (NRAO specific)
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dimino6 VSI-S queries

disk_info?
Get info about individual disks within a module

serial#'s, model#'s, vendors, usage, size

msg? Get ASCII message associated with dimino6 return code

mstat? Get module status

rtime? Get remaining record time on ‘open’ group

scan_check? Quick check of data in recorded scan

scan_info? Get summary info for recorded scan

status? Get detailed system status

sys_info? Get Mark 6 system info
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Module Serial Number (MSN)

• Mark 6 Module Serial Number is called 
‘MSN’

• The nomenclature ‘VSN’ used as shorthand 
for Mark 5 Module Serial Numbers is an 
archaic holdover from tape and makes no 
logical sense.

• Seems unlikely that anyone will be 
confused for very long since the word 
‘volume’ is used nowhere else in current 
VLBI vocabulary, and ‘MSN’ makes much 
more logical sense!
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16 Gbps VLBI demonstration with Mark 6

16 Gbps Mark 6
Data System

32-disk
array

RDBE Digita l
Backends

(sample, filter,
format)

(on four
10GigE lines)

DiFX
Software

Correlator

Ship to
Haystack

Observatory

16 Gbps Mark 6
Data System

32-disk
array

RDBE Digita l
Backends

(sample, filter,
format)

(on four
10GigE lines)

Fringes!

Quasar

Westford
(18m )

GGAO
(12m )

8 x 500MHz

24 October 2011
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Correlation results (single 500MHz channel)
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4GHz Bandwidth VLBI demonstration with Mark 6
(16Gbps; Westford/GGAO)

20 June 2011

Mark 6

UDCA

32
data
disks

16
Gbps

Hpol

Vpol

Broadband
Rec eiver

(2-14 GHz)

Westford
Antenna

0

UDCC

2x512MHz
4Gbps

UDCB

UDCD

1

2

3

0

1

2

3

1

2x512MHz
4Gbps

2x512MHz
4Gbps

2x512MHz
4Gbps

2

3

4

0-512MHz

Up/Down
Converters

RDBE-S
Units

1

2

1

2

1

2

1

2

0-512MHz

0-512MHz

0-512MHz

0-512MHz

0-512MHz

0-512MHz

0-512MHz
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Conduant prices (preliminary)
 Mark 6 system chassis (complete, w/electronics);      ~$10K

final motherboard yet to get determined
 Mark 6 expansion chassis (complete)    $2675
 Cable tray    $55
 Data cable (each)    $85 each

 Mark 5-to-Mark 6 system-chassis upgrade kit (DIY)  ~$8K
(w/o power supply; can re-use 850W PS)

 Mark 5-to-Mark 6 expansion-chassis upgrade kit (DIY)  $675

 Mark 6 module (empty)     $495
 Mark 5-to-Mark 6 module upgrade kit (DIY)     $250
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Project late 2012 availability for complete Mark 6 system
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Questions?
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