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Hilado  – General description  

¤  Create optimized prototype software and demonstrator processing 
pipelines that improve the capabilities of currently planned software 
packages for existing and emerging radio telescopes.  

¤  Thus increase the potential of the RadioNet user community in 
opening up those facilities for the more demanding scientific 
applications.  

¤  Optimisation of CASACore and of CASA applications 

¤  Fast Transient Imager  

¤  Large solvers for ALMA and the SKA 

¤  Bringing it to the user 
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RadioNet3  Hilado – Status 

¤  Deliverables realised on time 

¤  Three upcoming deliverables will be delayed by 4 months (WP1-3) 

¤  Technical work in WP1 and WP4 (almost) completed 

¤  Expected completion well within RadioNet3 period 
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Deliverables 
Del. 
no.  

Deliverable title Task Nature Month Date 

10.1  
Detailed activities plan, including top-level architecture of 
libraries and final selection of benchmark platforms, 
confirming their availability (including compilers etc.). 

Mgt R 12 16 2013/05/02 

10.2  
Report on optimisation studies, indicating resulting 
improvement and guidelines for prototyping and 
benchmarking  

1 R 18 2013/06/25 

10.3  
Report on the comparison of data formats, specifying the key 
characteristics of optimal formats for various phases in the 
imaging chain, indicating where and how readily available 
solutions can be applied 

1 R 18 2013/06/27 

10.4  
Report specifying the requirements and architecture of the 
Fast Transient Imager, including identification of target 
hardware platforms. 

2 R 18 2013/08/09 

10.5  
Scientific publication on the application and adaptation of 
parallel solvers for large astronomical datasets, in particular 
detailing the application on new hardware platforms. 

3 D, R 18 21 2013/10/22 

10.6  
Prototype code of improved ParselTongue library, to form a 
scripting interface to the prototype code developed in D02 
and D09 in particular. 

4 P 24 2014/04/10 

10.7  
Optimised prototype software (in the repository), showing the 
actual performance gain from the optimization studies, and 
ready to be verified on the benchmark platforms 

1 P 30 2014/06/29 

10.8  
Prototype software for the demonstration of the solvers on a 
variety of hardware platforms. 

3 P 30 2014/06/30 

10.9  
Prototype FTI application (code in repository) for use on the 
target hardware platforms. 

2 P 30 2014/06/29 

10.10  
Scientific publication on the results of the demonstrator, and 
the overall performance gains obtained for large scale 
imaging applications. 

1 D, R 38 2015/06 

10.11  
Scientific publication with the results from the FTI 
demonstrator application on the selected hardware platforms 
using real-time data from LOFAR. 

2 D, R 38 2015/06 

10.12  
Scientific publication of the results of demonstrator of large 
parallel solvers for huge astronomical datasets on the 
selected hardware platforms, detailing the improvements 
obtained. 

3 D, R 38 2015/06 

10.13  
Demonstrator pipelines (code in repository) for the selected 
applications, including a standard imaging pipeline, giving 
end-users access to parameters in the solvers and 
components through the improved ParselTongue libraries. 

4 D 38 2015/02/27 

10.14  
Final report integrating the three benchmark studies and the 
demonstrator pipelines 

1,2,3 R 42 2015/10 
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¤  Implemented improved table query functionality through SQL-like 
extensions 

¤  Performance improvements for table usage on future file systems 
¤  Reduced # of files; adapted to cluster file systems (‘Lustre’) 

¤  Performance instrumentation added (memory and table usage) 

¤  Improved parallelism through multithreading 

¤  Cooperation with NRAO: CASA builds with standard Casacore 
¤  In final testing phase 

¤  Working on publication on table system for A&C (D10.10) 

HILADO WP1 is complete on successful build of new Casacore-based 
Casa (release expected by June 2015) 
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Hilado – Achievements  2014, Outlook 2015 
WP1: Optimisation CASACore &c 



¤  Implemented concurrency in filling and reading visibility 
measurement set 

¤  De-mixing improvements through multi-directional calibration 

¤  Implemented plugin facility in NDPPP to incorporate existing Python 
code 

¤  Application of FTI-results: work on TraP 
(transients extraction from images) at 
UvA (AARTFAAC) 

Remaining work: 

¤  De-mixing speed and Imaging 
speed improvements 
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Hilado – Achievements 2014, Outlook 2015 
WP2: Fast Transient Imager 



Achievements 

¤  Both polarised and non-polarized algorithm introduced within NDPPP  

¤  Study on scalar and polynomial smoothing over multiple 
frequencies/time slots 

¤  Initial work for introduction into 
CASACore 

¤  Continuing use within Meqtrees 

¤  Direction Dependent Effects studies 

¤  Positive costs and feasibility studies 
within SKA 
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Hilado – Achievements 2014, Outlook 2015 
WP3: Large Solvers 

S. Salvini and S. J. Wijnholds: Analysis of ADI methods for gain calibration
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Fig. 12. Full polarization algorithm scaling on a logarithmic scale. The
red crosses denote the measured computing times; the black line shows
the expected computing times for quadratic scaling, normalized to P =

500: TP =
(

P
500

)2 · T500.

Table 4. Full polarization StEFCal performance (see text). Times are in
seconds.

N. cores Time GFlops/s % CGEMM
1 16.63 17.9 41.8
2 8.34 35.8 41.9
3 5.57 53.5 42.2
4 4.19 71.2 41.8
8 2.90 102.9 42.0

10 2.35 127.0 42.2
12 1.92 155.3 41.3
16 1.72 173.3 38.3

Notes. In the table, all times are in seconds.

In general, the simple StEFCal algorithm, which has proved
very successful for the scalar case, exhibits slow or difficult con-
vergence. As shown by Salvini & Wijnholds (2014b), this can
be corrected by employing a multistep approach, whereby the
two previous solutions at the even steps are also included in the
averaging process. Moreover, some heuristics can be employed
to regularize the convergence rate.

Performance again proved very good, since the same consid-
erations as for the scalar algorithm apply. Since the density of
operations increases by a factor two per data item, a marginally
better speed has been obtained, in terms of Gflop per second.
An example of performance results is shown in Table 4. This
involved a realistic scenario of full polarization calibration of
the proposed SKA LFAA station, comprising of 256 antennas
(512 dipoles) for 1024 frequencies. The code was parallelized
over frequencies using OpenMP, whereby each core grabs the
first available frequency still to be calibrated (dynamic load bal-
ancing). All computations were carried out using single preci-
sion to a tolerance of 10−5, delivering better than 1% accuracy
in the complex gains, as required. Performance figures are com-
pared to the performance of MKL CGEMM (complex matrix–
complex matrix product), which virtually runs at peak speed and
gives a good indication of maximum speeds achievable.

Figure 12 shows that scalability with problem size has very
similar characteristics to those for the scalar problem. In this
simulation, we fixed the number of iterations to 100 and com-
pared the measured data against exact P2 scalability, normalized
to P = 500. It should be noted that the number of operations
per iteration now reads as 48P2. We also like to point out that
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Fig. 13. Calibrated all-sky image at 59.67 MHz made with the
288-antenna AARTFAAC system.

the convergence rate, i.e. the number of iterations required for
a given accuracy, exhibits the same very weak dependence on
problem size, i.e. the number of receivers, as in the case of scalar
StEFCal.

7. Applications

Figure 13 shows a calibrated all-sky map produced by the
Amsterdam-ASTRON Radio Transient Facility and Analysis
Centre (AARTFAAC1, Prasad & Wijnholds 2013). This system
is a transient monitoring facility installed on the six innermost
stations of the LOFAR, which this facility combines as a single
station with 288 antennas spread over an area with a diameter
of about 350 m. In this section, we describe the integration of
StEFCal in the AARTFAAC calibration pipeline to demonstrate
the ease of integration of the proposed algorithm in an existing
pipeline and the computational benefits.

The calibration of the AARTFAAC system involves estimat-
ing the direction-independent complex valued gains of the re-
ceiving elements, the apparent source powers of the four bright
point sources seen in Fig. 13, and a non-diagonal noise covari-
ance matrix to model the diffuse emission seen in the image
and the system noise. The non-diagonal noise covariance ma-
trix was modeled with one complex valued parameter for ev-
ery entry associated with a pair of antennas that were less than
ten wavelengths apart and a real valued parameter for every en-
try on the main diagonal. This calibration challenge was solved
using the weighted alternating least squares (WALS) algorithm
described by Wijnholds (2010). In each main iteration of the
WALS method, the direction-independent gains are first esti-
mated assuming that the other parameters are known, then the
source powers are updated, and finally the noise covariance ma-
trix is updated. To calibrate the AARTFAAC data set used to
produce Fig. 13, six main iterations were required. The middle
column of Table 5 shows the average time estimation of each
group of parameters took in Matlab on an Intel Core i7 CPU on
a machine with 4 GB RAM.

StEFCal was easily integrated in the WALS algorithm by
simply replacing the gain estimation step (which used an al-
gorithm of O

(
P3

)
complexity) with the StEFCal algorithm.

StEFCal was configured to iterate to convergence in each main
loop of the WALS method. Table 5 reports the computational

1 www.aartfaac.org
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Remaining work 

¤  Incorporation of StEFCal within CASACore and other pipelines 

¤  Publication of paper(s) on applications of theory and application 

¤  Completion of work on multiple frequencies/time slots using 
polynomial and other smoothing 

¤  Use of StEFCal as low level engine within calibration strategies, and 
for baseline-dependent averaging (important for SKA) 

¤  DDE studies continuing (O.Smirnov & Co.) 

¤  Possible revisiting StEFCal within hybrid computing (CPU and GPU) 

Many topics: priorities to be established at March 2015 meeting 
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Hilado – Achievements 2014, Outlook 2015 
WP3: Large Solvers 



¤  Completed: interface between SWIFT (U-Chicago, Argonne) – 
ParselTongue 

¤  Completed: DFG analysis/execution for Casa 

¤  Prepared: example pipeline 

¤  In debugging phase: DFA code 

¤  In progress: tying the above  
together (D10.13) 
¤  Delivered end of February, 2015 

Concludes the work in HILADO WP4 
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Hilado – Achievements 2014, Outlook 2015 
WP4: Bringing it to the User 



Hilado – Issues 

¤  Late deliverables 
¤  D10.10 – D10.12: due month 38, delayed until month 42 (relative to start 

of RadioNet3) 
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Hilado – Dissemination plan 

¤  Mid Term Review comment: 

The consortium has clear plans for the exploitation of foreground knowledge generated 
in the JRAs and expects to utilise the outcomes in: … 

2) new software systems/pipelines in CASA and LOFAR and calibration approaches for 
current telescopes (ALMA, VLA, MeerKat) and for the SKA (Hilado). 

¤  Collaboration with NRAO: June release of CASA based on new Casacore 

¤  sharing results with users needs to be improved: CALIM workshop on HILADO 2015 
planned (August?) 

¤  Results are and must be implemented in packages governed by Open Source 
licences and are published in academic journals/conferences 

¤  WP1: CASACore optimisations: A&C publication 

¤  In addition, for large solvers: Non-polarised algorithm and applications published in 
A&A, Polarized algorithm presented and published at URSI Conference. Large solvers 
used for MeerKat 
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Hilado – Remaining Project Period 

¤  WP1: CASACore 
¤  Done after successful build of Casa (expected June 2015) 

¤  WP2: FTI 
¤  De-mixing speed and Imaging speed improvements 

¤  WP3: Large Solvers 
¤  Incorporation in existing pipelines; hybrid implementation 

¤  Finish polynomial and other smoothing; DDE studies 

¤  Use in calibration strategies, and for baseline-dependent averaging 

¤  Publication of paper(s) on theory and application 

¤  WP4: Bringing it to the User 
¤  Tying components together (expected by end of February 2015) 

On track to be finished within RadioNet3 timeframe 
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